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Control Systems for Induction
Machines with Magnetic Saturation
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Abstract— Extensions of field-oriented control methods for
induction machines, accounting for magnetic saturation, are de-
veloped. The new methods are based on a nonlinear = model for
the saturated machine. This model is a more accurate represen-
tion of the saturation phenomena in the machine than are most
previous models, and it is shown to also facilitate development
of control algorithms. Observers for estimating rotor flux are
also discussed. Experimental results verifying operation of one
proposed control method are presented.

I. INTRODUCTION

NDUCTION machines are usually modeled with the as-

sumption of linear magnetics. However, in many variable-
torque applications, it is desirable to operate in saturation,
allowing an induction machine to produce higher torque. For
example, in vehicular applications, the induction machine may
be sized for normal road conditions. However, to overcome ex-
treme inclines or to permit high acceleration and deceleration
rates, it is necessary to produce high instantaneous torque.
Thus, a smaller machine may be used if its control system
can maintain control through peak torque demand. Tradition-
ally, inductance values used for control or calculations are
adjusted to compensate for saturation effects. However, this
is not always adequate. More precise modeling of saturation
becomes essential for control purposes and for understanding
the limitations imposed by saturation. This paper develops a
new model for saturation and discusses its implications for
control systems.

It has been recently noted that saturation effects in smooth
air-gap machines can introduce cross-coupling effects that are
not predicted by- linear models. In a two-axis machine (or
model) the current in one winding can affect the flux in the
orthogonal winding. The “cross saturation” model [1]-{8] has
become the standard method of accounting for these effects.
The model is based on the conventional 7" model of an
induction motor, and the saturation is assumed to be entirely in
the mutual inductance, not in the leakage. While the 7" model
with saturating mutual inductance gives reasonable accuracy
in simulations, it can be inconvenient to use when the machine
is connected to a voltage source, since it is most naturally a
current-controlled rather than a flux-controlled model. In [4],
for example, the 7" model is transformed to a 7 model for the
purposes of simulation.
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Because the form of the 7' model with saturating mutual
inductance is merely postulated by extending a standard linear
model to include saturation of the mutual path, our work
develops a new model, based on a nonlinear magnetic circuit
model of the machine [9], [10]. The resulting machine model
is in fact most naturally a # model, and so we avoid the
need to transform it for simulations and/or control designs.
Although the m model can provide a more accurate model for
the saturated induction machine, of greater importance, the 7
form is more convenient for field-oriented control designs that
take magnetic saturation into account.

Field-oriented control decouples the control of rotor flux
and torque in the linear-magnetics case. However, cross-
saturation effects can severely disrupt performance of a control
system designed without taking these effects into-account [11];
Although control systems based on the 7' model and the use of
a current source inverter have been developed to mitigate these
problems [6], [12]-[14], the resulting designs are somewhat
awkward. In contrast, with the flux-controlled 7 model, by
using the stator flux as an intermediate control variable, it is
possible to obtain a simple decoupled control of rotor flux
and torque. Our approach relies on the use of a fast control
loop around a voltage source inverter to control stator flux.
Stator flux is then used as an intermediate control variable, as
is stator current in current-fed control schemes.

As with standard field-oriented control, a method of esti-
mating rotor flux without direct measurement is desirable, and
we discuss several methods for doing this with the new model.
Measurements taken on a 3-hp wound rotor induction machine
show good correlation with our model. We refer the reader to
[9] for details. The present paper includes a description of
an experimental set-up of the proposed control system, along
with detailed test results.

II. MAGNETIC CIRCUIT MODELING

To model a saturating magnetic structure we. use conven-
tional magnetic circuit modeling, augmented by the use of
nonlinear reluctances to represent sections of saturable steel
or other soft ferromagnetic material. The B-H . characteristic
of the steel is assumed to_be a single-valued nonlinear mono-
tonic function. The flux/MMF characteristic of the reluctance
element, for simple geometries, is just the B-H characteristic,
scaled by cross-sectional area for flux, and by length for MMEF.

Fig. 1(a) shows a simplified tooth structure for a single pair
of teeth in an induction machine. Fig. 1(b) shows one way of
drawing a magnetic circuit model for the tooth pair, making
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Fig. 1. Model of tooth pair. (a) Simplified physical structure. (b) Correspondiﬂg magnetic circuit. Boxed elements are nonlinear.
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Fig. 2. Electric circuit of tooth pair.

the assumption that the only portions of the steel that saturate
are the central legs, shown shaded in Fig. 1(a).

Through a series of transformations [9], the magnetic circuit
can be shown to be equivalent to the electric circuit in Fig. 2.
We separate the stator and rotor inductances into linear parts,
L! and L?, and nonlinear parts, with flux-current relationships
JE() and fi(-). The superscript ¢ is used to indicate an
inductance or function describing only a single tooth. As
drawn, the circuit in Fig. 2 could have circulating currents
in various loops of inductors. In the linear case these are
unobservable, uncontrollable modes. In the nonlinear case, the
circulating current would not appear directly at the rotor and
stator terminals, yet could affect the apparent nonlinear char-
acteristics of the inductances. There are, however, additional
constraints resulting from the magnetic circuit that preclude
this possibility. Namely, the flux linkage in L} must be equal
to the difference in flux linkages in L and L%, the flux linkages
in f(.) and L must be equal, and the flux linkages in f£(-)
and L! must be equal. This is reflected in the equations derived
from Fig. 2.

To move from the mode! of a single tooth pair to a model of
a symmetric induction machine, we assume a smooth air-gap
and perfectly sinusoidally distributed windings. To model this
structure, we consider the rotor and stator to be constructed of
an infinite number of infinitesimal teeth of the type modeled
above, each with the appropriate number of turns of each
phase, according to the sinusoidal distribution.

The circuit model of the complete machine has the same
structure as the model in Fig. 2, but each element has vector
voltages and currents. We use a two-axis model, and note
that the standard transformations may be used to model a
three-phase machine. The nonlinear inductors are described by

-

vector functions of the form 7 = F(\). The vector direction

of 7'is the same as the direction of X, and rotational symmetry
implies that || 7'|| depends only on || A ||. As a result of these
two constraints, F(-} may be written as

X

= M
Al

FQ) = £ A1D
The function f(-) is a scalar function that is shaped similarly to
the saturation characteristic of the individual teeth, f*(-), but is
produced by the combination of the saturation characteristics
of the steel in many teeth acting simultaneously [9]. It may be
assumed to be monotonic, and, if hysteresis is neglected, to
be single valued and to pass through the origin. Note that one
could consider the quantity || A ||/f(]| A ]|) to be an inductance
that varies as a function of || X ||, so that 7 = X/L(I] XD.
This is the notation used in most discussions of the nonlinear
T model, and is mathematically equivalent. We choose to use
the F(-) notation instead, because it clarifies which terms in
an equation are linear and which are not. We also choose F(-)
to include only the nonlinear portion of the inductance, and
absorb any linear part in a parallel linear inductance. With this
notation, the linear-magnetics case can be obtained from any
of our expressions simply by dropping the nonlinear terms.
The electrical dynamics of the system using the functions
F,(+) and F,(-), and with rotation of the rotor are

- 1 1\- 1 -
7= F ()3 s _ JQAT
& =F()+ (Z + —Le)ks LN @
- 1 1\~ 1 -
7 =F T T _ -Jéys
7 = F.(") + (—Lr + _Lz)’\’" e X 3)
and
Xs =2 — Ry ()
=i —~ Redl ®)

where @ is the electrical angle of the rotor position, J is the

rotation matrix
0 —1
=] ]

and the overdot (-) indicates differentiation with respect to
time. Note that L, and L, denote the linear parts of the
magnetizing inductances associated with the stator and rotor,
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respectively. They are not, as in conventional T" model nota-
tion, the overall inductance measured from the stator and rotor
terminals. Due to the symmetry of the machine, the resistance
matrices R, and R, are just the identity multiplied by scalar
resistances. The subscript s or r on flux linkage or current
(A or i) indicates stator or rotor quantities. The superscript
s indicates that the flux or current is measured in the stator,
or stationary, reference frame, and the superscript r indicates
coordinates fixed to the mechanical rotation of the rotor.

Experimental measurements have been conducted on a 3-hp
wound-rotor machine. Both a 7' model with saturation in the
mutual path, and the above described 7 model have been fit
to the measured data. The 7 model shows a slightly better fit
[9], and is much better suited to control design as discussed
in Section V.

IIT. BLONDEL-PARK TRANSFORMATION

The characteristics of the functions Fs(-) and F,.(-) allow
moving a rotation (e77?) inside or outside the .function.
This is useful because it allows performing the Blondel-Park
transformation, '

X X
Hlerofl] e
where
~Jp 0
T(evp) = [e 0 eJ(G—p)] @)

and the superscript z indicates an arbitrary reference frame, at
an angle p from the stator reference frame. Both # and p may
be time varying. The electrical dynamics become

5 3%

X P 7

M_ i pIxe +M
r (9—[)).]/\,,.
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where C, is defined by

e
L,

QO - 1 1 1 (9)
7 <E7+E)I

]

and R is the 4 x 4 matrix of stator and rotor resistance.
The principle benefit of the transformation is the removal
of angular dependence from the dynamics (8), so that the
system becomes time-invariant for -constant speed 6. The
transformation can be used to change to any reference frame,
by the appropriate choice of p. This will be useful for field-
oriented control. We use different superscripts to designate the
transformed quantities in different reference frames, summa-
rized in Table I. The field-oriented reference frame is discussed
further in Section V.

+
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N—
[}
|
Iy

o

T8, p) [H (10)

TABLE I
superscript designation | reference frame | p
s Stator p=
r ‘Rotor ' p=
z Arbitrary P
e Field-Oriented | £(X2)

IV. TORQUE PRODUCTION

Since many common methods of calculating torque are valid
only for linear magnetics, we must carefully calculate torque
for the nonlinear-magnetics case. Because our model is flux-
controlled it is most straight forward to calculate the torque as
a function of flux and angle by differentiating the ficld energy.!

WX, Xr,0)

(X8, X0, 0) = =

(1)
We calculate Wy by [ iT dX, resulting in
TR R
W; = {—L—e‘w/\:] AZ + (0 independent terms).  (12)
‘ .
The torque is then

T(Xe, X0, 0) = (13)

or in terms of the Park-transformed flux

T
3 _'1 / 1 v _)93 1 X x
P32, = | %] T = - L 05 - )
14)
This expression is identical to one form of the expression

for the torque with linear magnetics. It can be shown to be
equivalent to another common form

T =
— % z
T=1 JA].

(15)

V. FIELD-ORIENTED CONTROL

In field-oriented control, the use of a reference frame
oriented in the direction of the rotor flux vector results in
decoupled control of rotor flux and torque [6], [15]. For use
with the nonlinear flux-controlled model, we formulate the
field-oriented control method in terms of flux vectors as state
variables. We first discuss the control as if we had available
measurements of all state variables. Later sections will discuss
methods of measuring or estimating relevant variables. To
transform to the rotor field-oriented reference frame, we use
the Park transformation as discussed above, with p set equal to
the angle of the rotor flux vector Xﬁ. We use the superscript e,
for electrical, to designate variables in the rotor field-oriented
reference frame, since, in steady state, this reference frame
rotates at the same frequency as the supply voltage. Setting

1 We use the convention that torque is positive in the motoring direction.
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p= A(Xi) is equivalent to constraining A7, to be zero, and
results in

R,

= 1
P=Tox, (16)

+ 6.

The other electrical equations become

; 1 1 1
e — R - el e _ e ()€
rd ™ l:(L'r + Ll) rd LZ )‘sd + f7 (/\rd):| (17)

X, = —pIXE + @
1 1\e 1
R L
‘{(L3+Lg)s L

where f,.(-) is the scalar version of F,.(-), as in (1), and the
rotor voltage is.zero for shorted rotor windings or shorted rotor
bars. The mechanical equations become

1 1.,
— AN - T
Jinertia (LE sq”rd load)

0= w.

[%ﬂ+ﬂd®}a&

19)

w=

(20)

These equations, though formulated in terms of flux, re-
duce to the familiar equations for field-oriented control when
they are reformulated in terms of stator current, and the
nonlinear terms are dropped. Unfortunately, nonlinear terms
in the conversion to a stator current formulation add cross
coupling, destroying the simplicity of the control. Similar cross
coupling in a 7" model has been shown in simulations to cause
significant disruptions when control algorithms that ignore it
are used [11]. However, cross coupling does not appear in
the flux formulation in (16)—(20) above, except in the stator
flux dynamics (18). Here lies one of the advantages of the 7
model with respect to the 1" model. By viewing stator flux
as a control variable, as opposed to stator current, we obtain
a simple decoupled control for rotor flux magnitude and for
torque. Specifically, the component of the stator flux aligned
with the rotor flux can be used to control rotor flux magnitude,
per (17), while the orthogonal component of stator flux can be
used to control torque, per (19).

Note that the rotor flux control loop does have a nonlinearity
not present in the linear-magnetics case. But this subsystem is
not hard to control. It can be stabilized with simple linear
feedback, or may be linearized with feedback by using

1 1 L v
K= Lel (- + - Mt £ 08 | - KageOta= 30

T 4 T (21)
where K4 is the desired linear feedback coefficient.

Since control of stator flux provides decoupled control of
torque and rotor flux, the stator flux command is used as an
input to a subsystem that controls the stator flux through the
use of a voltage-source inverter. The design of this subsystem
controlling the stator dynamics

e

X, = —pIXE + 7

1 L _'e__l_ Ad ye
_RSKEJFE))‘S Lg{O ]+Fs(/\s)}
(22)

is very similar to the design of such a controller for the linear-
magnetics case, as discussed in [6], [15], [16]. The controller
subtracts the terms for resistive drop and speed voltage in (22),
so that the system looks simply like an integrator. The rest of
the control can then be as simple as linear feedback

Ko (X — X5) + 3%

1 1\~ 1 {)xe 2
Rs - e e~ |"'rd " e
end(z )8 g ] - roof

(23)

7 =

where ~ indicates a commanded value.

The only difference that saturation makes in the design of
this inner stator flux-control loop is the addition of Fi(-) in
the term representing resistive drop in (23). If stator current
is measured, the measured current may be used in the control,
and so the characteristics of the nonlinearity are not needed
for the controller. The control is then

o = Ko(Xe — XE) + pIXE + R,T:. (24)
Thus in this implementation the control is completely in-
dependent of the magnetic saturation, except for the rotor
nonlinearity’s effect on the rotor flux magnitude control loop,
where it may be ignored. This is in contrast to a similar system,
based on the nonlinear 7" model in [13]. The system in [13]
is shown to require additional terms to cancel cross coupling
due to the nonlinearity. Although the control based on the
« model is independent of the magnetic nonlinearity, this is
not true of the observers, so a complete implementation will

require knowledge of the nonlinearity.

A. Other Methods

In the linear-magnetics case, cross coupling in the stator
dynamics can be removed simply by using a current-source
inverter. However, if the equations for the nonlinear = model
(16)—(20) are directly reformulated in terms of current, the
nonlinear terms add cross coupling. It is still possible to use
the nonlinear m model with a current source inverter, but it
requires a slightly different approach.

The control hardware or software determines the appropriate
values of \Z; and A7, to independently control the rotor flux
and torque, respectively, just as with a voltage-source inverter.
From those commands an appropriate current command is
calculated, to produce that flux. Although this calculation
involves cross coupling, it is straightforward because no
dynamics are involved. From the equivalent of (2)

N -e 1 1\ xe 1 e
mernr (g i
Since the stator saturation characteristic introduces cross
coupling, whereas the rotor saturation characteristic does not,
one could consider designing a motor with a relatively small
cross section of steel in the rotor, and a larger cross section
in the stator. The motor could then be operated with the rotor
steel moderately saturated, but with the stator steel remaining
linear. This would eliminate the cross coupling, and calculation
of the current commands (25) would be simplified.

25)
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VI. FLUX OBSERVERS

For field-oriented control in the rotor flux reference frame,
accurate estimation of the rotor flux vector is essential. Two
approaches for rotor flux estimation are analyzed below.

A. Stator-Flux-Based Observer

Since the stator voltages and currents of a squirrel cage
motor can be measured directly, a stator-based observer is at-
tractive. Some stator-based observers, such as those discussed
in [17], integrate the derivative of rotor flux; calculated from
measurements of stator quantities. With the nonlinear model,
nonlinear dynamics in the observer and in the observer error
system would result. To avoid this, we integrate stator flux
instead, and then make an instantaneous calculation, involving
no dynamics, of the rotor flux. The stator flux observer is
defined by

C R~ KX

D>

s
s — U

(26)

0w
o

where “indicates an estimate. A decay term such as K 05\'3 must
be used in order to make the observer asymptotically stable.
The calculation of the rotor flux is accomplished by

X— I, Ki + i>X§ LRy -7. @D
Ls LZ

Note that no speed or position estimates are required for
this observer, or for the field-oriented control itself. In many
systems the generation of a torque command may require these
measurements, but the torque control does not. Another advan-
tage of this observer is that the rotor saturation characteristic
does not appear in the equations, and so does not need to
be known. Since it is not critical to know the rotor saturation
characteristic for the control either, this feature of this observer
makes possible a complete control system that does not require
knowledge of the rotor saturation characteristic.

Since resistance of windings and rotor bars tends to vary
strongly with temperature, it is important to evaluate the
sensitivity of the observer to these variations. Fig. 3(a) shows
results of a numerical solution for the steady-state error in
the angle of the rotor flux estimate as a function of the
error in the estimate of stator resistance. Results for both
the observer described here, and the same observer with the
terms for magnetic saturation dropped, are shown. The greater
accuracy of the observer including magnetic saturation effects
is apparent. Although the observer is not very sensitive to
resistance variations near full speed, it will become more
sensitive at lower speeds, as the resistive drop becomes a
larger portion of the stator voltage. However, unlike rotor
temperature, stator temperature may be directly measured, and
so the resistance calculated. Alternatively, separate coils may
be used for sensing flux so that the resistive term need not
be subtracted.

An important disadvantage of this observer is the necessity
for the inclusion of a decay term, because the term introduces
error at low frequencies. Results with linear-magnetics systems
show a practical lower limit for this type of system is about
3 Hz. With separate coils used for sensing flux, systems

Rotor Flux Angle Estimation Error
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Fig. 3. Effect of resistance uncertainty on (a) stator-based observer, and (b)
rotor-based observer. Steady-state error in angle (degrees) of estimated rotor:
flux is shown as a function of resistance error. Dotted line is observer with
the nonlinear terms dropped. Numerical solution based on-a supply voltage
of 300 V, 60 Hz, and a slip of 10 Hz, on a 220-V, 3-hp rated machine,
measured in [9]. '

1.25

have been reported to work well above 0.5 Hz [15]. While
these results would be satisfactory for many speed-control
applications, a different observer is required for position
control, as discussed below.

B. Rotor-Flux-Based Observer

From (5) we construct a simulation of rotor dynamics

>

ey o 1 1 5 13
8 __ s _ s 8 _ 8
X2 = wIXs — R, {FT(AT) + (E + —Le>)\r I A} (28)»

The commanded value of the stator flux, Xﬁ, may be used,
assuming that the inverter forces the flux to quickly track
the command. We use a simple open-loop simulator as an
observer, and do not use correction terms as in [17], in order
to avoid the additional complexity this would entail.
Because the dynamics of this observer, unlike the stator-
flux-based observer, are nonlinear, it is important to look at
the error dynamics to be sure that the error does always decay,
and to get an estimate or bound on speed of convergence. We

define & = Xfi - Xﬁ. By taking the difference between (28) and
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(5), we get an equation for the error dynamics

§ = wid— RT<L% + Lie)e*— %(ig _ %)
~R[E.() - B()). 29)
For stability analysis, we use the Lyapunov function
V(R R g = 2 60)
The time derivative of this function
V=¢"wlé- R, (Li + i)aﬂ?
- R e (R - X0 - R [RR) - F(R)
(31)
satisfies
V< 'IfT &e (32)

provided Xg = X;, and so the error converges at least as fast
as the time constant

Ly

SR (33)
Although this observer has the advantage of being able to
operate at zero speed for position control applications, it is
more complex, and requires knowledge of the rotor saturation
characteristic, the rotor resistance, and the speed. Fig. 3(b)
shows numerical solutions for the effects of rotor resistance
uncertainty on this observer, and on the same observer with
the nonlinear terms neglected. Although the nonlinear observer
performs better than the linear observer when the resistance
error is small, it is sensitive to resistance error, and shows
no advantage over the linear observer when the resistance
error is very high. The sensitivity to resistance error, at this
operating point, is also much greater than the sensitivity of
the stator-based observer.

To further compare the performance of the stator- and rotor-
based observers, the effect of leakage inductance uncertainty
is simulated in Fig. 4. The two respond similarly to errors
in leakage. Leakage is expected to be a much more stable
parameter than resistance, since it is determined mainly by
geometric factors, and so does not vary with temperature
nearly as much as does resistance.

Further work may need to be done to reduce the sensi-
tivity of the rotor-based observer to resistance error before
a high-performance position control system can be designed
with it. Since rotor resistance has an important effect on
the performance of flux observers for the linear-magnetics
case as well, there has been much work done on methods
of reducing the sensitivity. These methods include adaptive
identification of the resistance, and correction terms in the
observer dynamics that reduce the sensitivity. These methods
need to be evaluated for their ease of implementation and
performance with nonlinear magnetics.

Rotor Flux Angle Estimation Error

75 08 085 09 095 1 105 11 LI5 12 125
Ratio of Estimator and Actual Leakage Inductance

o

Fig. 4. Effect of leakage inductance uncertainty on-observers. Error in angle
(degrees) of estimated rotor flux is shown as a function of leakage inductance
error. Dotted line is the nonlinear stator-based observer; solid line is the
rotor-based observer.
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Fig. 5. Experimental setup.

VII. EXPERIMENTAL SETUP

Our experimental setup is illustrated in Fig. 5. The induction
machine used in the experiments is a 3-hp, 1800-r/min wound
rotor machine, rated for 220 V rms line-to-line, and operated
with the rotor shorted. It is fed from a commercial pulse-width
modulated (PWM) IGBT inverter, operating at a switching
frequency of 15 kHz, and rated for 36 A rms and 460 V rms
line-to-line. As such, it is readily possible to drive the motor
well above its ratings. A microprocessor control within the
inverter was replaced with custom hardware that directly ac-
cessed the gate driver modules. The custom hardware consists
of a three phase PWM modulator that interfaces with two-
axis command voltages supplied by our digital controller, a
386-based personal computer.

The data collection and output to the inverter is provided
by a commercial data-acquisition/data output board. The
data-acquisition function features an eight channel differential
multiplexer, 12-bit resolution, and an overall data conversion
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Fig. 6. Timeline for execution of control.

rate of 100 kHz. The input signals consisting of the motor
phase currents are filtered prior to sampling. Since this system
has excess sampling capacity, duplicate samples of each signal
are obtained at each sampling time. Selection between the
duplicate signal samples is accomplished by examining their
proximity to estimates predicted within the control system.
This greatly improves rejection of bad data that has been
corrupted by noise spikes.

A 386-based personal computer is used to implement the
control algorithm. Computer interrupts are generated at 1 KHz
to permit a 1-ms update rate. Performance tests have shown
that the control system is capable of updates at 0.5 ms. The ex-
cess time between interrupts is utilized to control the computer
display. User selectable plots in the electrical reference frame
and/or the stator reference frame can be displayed in real-time.
Command torque and flux levels can be preprogrammed or
changed in real-time from the keyboard. Both open and closed
loop control and adjustments are available through keyboard
interface.

A 40-kW separately excited dynamometer is used to provide
adjustable loading, and is fitted with a torque scale to measure
mechanical torque.

A. Implementation of Control and Flux Estimation Schemes

Our initial experimental implementation is based on the
stator flux control scheme outlined in Section V coupled with
the stator-flux-based rotor flux observer outlined in Section VI.
Since our experimental framework restricts the update rate to
be on the order of 1 ms, care needs to be taken in implementing
these control and estimation schemes. For example; a delay of

1 ms at an electrical frequency of 60 Hz amounts to a phase
delay of 21°, which could cause a severe disruption to any
field oriented control scheme. To be precise and consistent,
our algorithm is executed according to the time line shown in
Fig. 6. In particular, after an interrupt at fy, the voltage 0% ,,
is fed to the inverter PWM controller through a zero-order
hold. Immediately thereafter, the motor phase currents % ;, are
sampled. Over the remainder of the 1 ms interval, the state
of the flux observer is updated, the next value of the control
7y 141 is computed, and the computer display is updated.

A functional block diagram of the complete control al-
gorithm is shown in Fig. 7. Conceptually, this algorithm is
divided into five subblocks, which are discussed below.

Rortor Flux Estimation: This block implements a discrete
time version of the stator-flux-based scheme outlined in Sec-
tion VI. Specifically, during the k-th sample interval, this block
uses the commanded voltage ¥y 1, the sampled current 7 5, and

the stator flux estimate Xs & to update the stator flux estimate
according to

Xo i1 = Ao o+ T(Ts & — RoTo k — Kods 1) (34)
where T' is the (1 mS) update time and K is a factor used
to stabilize the observer, as previously discussed. An estimate

for the rotor flux vector A, 541 at the (k+1)-th sample time is
then constructed using the static equation (27) from the now-
available stator flux estimate and a one-step-advanced version
of the measured stator current vector. The latter is developed
as follows.

One-Step Prediction of Stator Current: Our control/ esti-
mation algorithm uses a one-step-advanced version of the
sampled current in some functions. To develop this predicted
current vector, the sampled current vector is rotated ahead
through one time step in accord with an available estimate of
the electrical angular frequency. The estimate of the angular
frequency is developed by numerically differentiating the
estimate of the rotor flux vector with respect to time. The
predicted stator current vector is constructed by

T k1 =@ (35)
with the estimate of the electrical angular velocity ;Jk devel-
oped as follows.

Estimate of Electrical Angular Velocity: Our flux estima-
tion algorithm attempts to keep track of the instantaneous
value of the rotor flux vector. As such, an estimate of
the instantaneous angular position of this vector is always
available. Specifically, our algorithm stores this angular
information in the matrix

- 1 [%rd k '—Aj\rq k]
er el Argk  Ardk

which has entries consisting of the cosine and sine of the rotor
flux angle. In this way, any difficulties arising in keeping track
of angle modulo 27 are avoided.

The instantaneous electrical frequency (of the rotor flux
vector) is calculated by differentiating the relationship ;\'i =

edPx




SULLIVAN et al.: CONTROL SYSTEMS FOR INDUCTION MACHINES WITH MAGNETIC SATURATION 149

BLOCK DIAGRAM
-R, F T +
(4‘,‘ ‘)["}j DEADTIME CORRECTION
= 50 A -
R ﬂ" :” fsqlp o1 -K, D
s .
Sk+ 1 v 2 RN a A
CURRENT ﬂ___j Vieadsine Vi /i?:m = (ViR KA T4k,
PREDICTION %
Ve I ) | ROTOR FLUX ESTIMATION
+

CALC, OF COMMANDED VOLTAGE

1

N s A’
TPaur Mg Ao
DR E 2

u :‘l:ﬂ rq “rdlgyy

EST. OF ELECTRICAL ANGULAR VELOCITY

Fig. 7. Control system block diagram.

e“]"X§, and then examining the second component of the
resulting vector equation. The result is

—Jpys
b= [0 1]86 )\T‘ 36)
rd
Our algorithm develops an estimate of the electrical frequency
with a band-limited numerical differentiation scheme applied
to the sequence of rotor flux estimates. Note that explicit
calculation and differentiation of the flux angle is always
avoided.

Calculation of Command Voltage: The desired inverter
voltage for step k+1 is calculated using the commanded torque
and the commanded rotor flux magnitude, which are used to
develop a commanded stator flux. In our initial experiments,
the rotor flux magnitude has been controlled with an open-loop
scheme where an appropriate direct axis stator flux is specified
a priori. This corresponds to the choice Ky = 0'in (21).

The commanded stator flux is compared to the estimated

value of this flux, Xs k+1, to develop an error signal. The error
signal is multiplied by a feedback gain and then added to a
feedforward term comprising the predicted stator current and
a predicted speed voltage. This implements the control (24).
Deadtime Correction: The final block in our algorithm is
a deadtime correction scheme that attempts to counteract the
voltage errors caused by deadtime in the inverter. Note that

the deadtime voltage error depends only on the sign of the
current in each phase of the inverter, and causes a voltage
error of the form Av. = —Vjeasgn(i). It turns out that
attempting to directly compensate for this term is difficult
since one would then need to detect the zero crossings of
the current. This is difficult due to noise corrupting the
current measurements, which can lead to a bouncing measured
current signal. An alternative is to compensate only for the
fundamental component of the deadtime voltage by multi-
plying. the (approximately sinusoidal) current by the factor
AVyead [ (7)|75]]) Where Viead = VDCbus fstdead 18 the product
of the dc bus voltage, the switching frequency, and the inverter
dead time. In our system, this amounted to about 40 V. This
technique is motivated by the describing function method and
has been reported to be effective in [18]. In particular, this
approach avoids excessive sensitivity to current zero crossings.

VIII. EXPERIMENTAL RESULTS

Experiments studying instantaneous control of torque were
carried out with the system described above. Specifically, our
system commands a step torque waveform to allow obser-
vations of certain measured and estimated quantities. Experi-
ments were carried out in two ways. First, we used the control
law based on the nonlinear flux-current model for the mag-
netizing inductances in our 7 model. The second experiments
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Fig. 8. Stator flux-current characteristics for saturated and linear models.
Current in A and flux at V-s.

used only linear inductance models in the design of the control
law. This amounted to a trivial modification where a look-
up table containing the nonlinear flux-current relation for the
stator is replaced with a look-up table containing a linear flux-
current relation. The two flux-current curves are compared in
Fig. 8. Note that the linear curve is derived from the nonlinear
curve by selecting a chord corresponding to rated operation.
As such, the two curves are close for flux levels below 0.5 V-s.

In all experiments, the rotor flux magnitude was pro-
grammed in an open-loop manner by simply commanding a
constant level of direct axis stator flux. With this simplification,
only the stator-side flux-current characteristic is needed for
use in the rotor flux estimation step. In the stator-based rotor
flux observer, the low frequency corner (Kjp) was set at 5
rad/s. For control of the stator flux vector, our system used a
bandwidth of 200 rad/s. This is conservative considering the
15-kHz switching frequency.

Step response data with- the commanded rotor flux set
at 0.4 and 0.6 V-s were taken. The performance of the
control systems based on the linear and nonlinear models are
compared in Figs. 9 and 10. Additional experimental results
are resported in [19].

In Fig. 9 the performance with control systems based on
the linear and nonlinear models is not very different. A useful
measure of performance is the step response in torque, as
calculated from the cross product of stator current and stator
flux. Since stator current is directly measured, and stator flux
can be estimated without using any machine parameters other
than stator winding resistance, the calculation of torque from
these variables is independent of the magnetics model. Both
control systems give a step response in torque that follows the
input command quite closely. This can be attributed to the fact
that the stator is operating unsaturated. Note also that the rotor
flux (fr.d) is not disturbed during the torque step.

However, the step responses with the linear and nonlinear
models” at the higher flux level (0.6 V-s) are drastically
different. With the nonlinear flux-current model, the control
system generates an essentially ideal transient response to a

linear.4

nonlin.4

1 15 2 25 3 il 05 1 15 2 25 3
Time in seconds Time in seconds

Fig. 9. Comparison of step responses for control systems based on linear and
nonlinear magnetics, both with flux at 0.4 V-s. CT is the torque command in
N-m. is.d and is.q are the direct and quadrature measured currents. fs.d and fs.q
are the estimated stator fluxes, and fr.d the estimated rotor flux magnitude.
—3*fsxis is an estimate of actnal torque, from the cross product of stator
current and flux.
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e B
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Fig. 10. Comparison of step responses comparison of step responses for
control systems based on linear and nonlinear magnetics, both with flux at
0.6 V-s.

step torque command, as seen in Fig. 10. In contrast, with the
standard linear flux-current model, calibrated for 0.5 V-s, the
transients are far from ideal, as seen in the figure. Specifically,
the estimated rotor flux and corresponding computed torque
exhibit overshoot and ringing in response to the step command.
Note that the rotor flux is estimated using the linear magnetic
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model here. This disturbed transient response manifests itself
with corresponding behavior on the stator terminals. Namely,
the stator current also exhibits similar overshoot and ringing.
This behavior corresponds to that exhibited in a detuned field-
oriented control scheme, and is due to the neglect of the
magnetic saturation.

IX. CONCLUSION

The new nonlinear m model of induction motors operating in
magnetic saturation is more closely based on a physical model
of the machine than is the 7" model. It is also more convenient
to use in control design. Methods similar to standard field-
oriented control can be developed relatively easily for this
model. Flux observers for use with field-oriented control have
also been developed. It is expected that these control systems
will have superior performance than those based on the T
model, both because they are based more closely on the
physics of the machine, and because they can be implemented
without the approximations that are necessary to derive a
reasonably simple control system from the 7' model.

Both rotor-based and stator-based rotor flux observers have
been developed. The stator-based observer is expected to
be preferred for speed control applications because of its
simplicity, its insensitivity to rotor resistance variations, and
the fact that it does not require a speed sensor. The principle
disadvantage of the rotor-based observer introduced here is its
sensitivity to rotor resistance. However, it has the advantage
of allowing operation to zero speed. Farther work on reducing
this observer’s sensitivity to rotor resistance, either through
adaptive estimation of the resistance, or through modification
of the observer itself, may be necessary to design a high
performance position control system for saturated induction
machines.

An experimental implementation of a control system for
a 3-hp machine using a voltage-source inverter and a stator-
based rotor flux observer was implemented using a commercial
inverter and a 386-based computer. The system demonstrated
substantial improvements in step response when control based
on linear magnetics was replaced with control based on the
nonlinear 7 model.
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